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Does the landscape of 2D CFT look like this?

One logical possibility is that there is no "sharp" upper bound on $\Delta_1$, just a random distribution that falls off quickly above $\Delta_1 \sim \frac{c+\tilde{c}}{12}$. 
The landscape of holomorphically factorized 2D CFT looks like this.

We know for a fact that the landscape of holomorphically factorized CFT looks something like this. In this case, the red line lies at $\Delta_1 = 1 + \frac{c+\tilde{c}}{24}$. 
We’ll show that the full landscape of 2D CFT looks like this...

Here, the red line lies at $\Delta_1 = \frac{3}{2\pi} + \frac{c + \tilde{c}}{12}$. 
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For some gravity theories, we do know what “quantum gravity” is: namely, those with AdS ground state! In the case of \( \Lambda < 0 \), we know that a theory of quantum gravity is the same as a conformal field theory on the boundary of spacetime!

\[
\text{AdS}_{D+1} \overset{\text{[Maldacena]}}{\leftrightarrow} \text{CFT}_D
\]

In principle, this answers the question of the maximum mass gap among all theories of quantum gravity with \( \Lambda < 0 \).
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In practice, it doesn’t, for two reasons:

First, there is no ”natural definition” of the ”mass gap” in finite volume – only in infinite volume.

So, at finite AdS radius, there’s no canonical way to read off the mass gap from the spectrum of the corresponding CFT.

Second, we don’t know much about conformal field theories in general!

That is, we know a great deal about special classes of CFT –(SUSY, holomorphically factorized, integrable,···) – but not characteristics of the entire landscape of CFT.
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Both of these difficulties are easier to deal with in two dimensional CFT. So we will try to learn the maximum mass gap for a theory of quantum gravity with $\Lambda < 0$ in three dimensions.

First, there is a clean definition of the ”gap” – that is, a separation between multi-graviton states, and massive bulk states.

Second, the full landscape of CFT is better understood in $D = 2$ than in any other dimension. (Although by no means completely understood, at all.)
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In three dimensional gravity, there are NO graviton states that propagate in the bulk of spacetime.

For $\Lambda < 0$, we have only boundary gravitons that circulate as free particles at spatial infinity.

Each angular momentum mode with $|n| \geq 2$ can be occupied by an arbitrary number of boundary gravitons, each with energy

$$E_n = \frac{|n|}{L} \quad \quad L \equiv \sqrt{-\Lambda}.$$
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum:
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge.
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states.
AdS\(_d\)/CFT\(_2\)

Note: there are no dipole excitations \(n = \pm 1\) of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT\(_2\), the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to ”boosting” the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

$L_{-1}, \tilde{L}_{-1}$:
Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

$L_{-1}, \tilde{L}_{-1}$:

$\Leftrightarrow$
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

\[ L_{-1}, \tilde{L}_{-1} : \iff \text{energy} - \text{raising boost} \]
\[ L_{-n}, \tilde{L}_{-n} \]
AdS\(_d/CFT_2\)

Note: there are no dipole excitations \(n = \pm 1\) of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT\(_2\), the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

\[
\begin{align*}
L_{-1}, \tilde{L}_{-1} : & \iff \text{energy-} \text{raising boost} \\
L_{-n}, \tilde{L}_{-n}, \ n \geq 2 :
\end{align*}
\]
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

$L_{-1}, \tilde{L}_{-1} : \iff$ energy − raising boost
$L_{-n}, \tilde{L}_{-n}, n \geq 2 : \iff$
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to ”boosting” the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

$L_{-1}, \tilde{L}_{-1}$: $\Leftrightarrow$ energy − raising boost

$L_{-n}, \tilde{L}_{-n}, n \geq 2$: $\Leftrightarrow$ boundary graviton creation
AdS$_d$/CFT$_2$

Note: there are no dipole excitations $n = \pm 1$ of the vacuum: those correspond to "boosting" the vacuum, and are pure gauge. Adding a dipole boundary graviton to an excited state is just boosting it to a higher state of motion.

In terms of the CFT$_2$, the states with boundary gravitons excited, or boosted from the rest frame, are descendant states. The states at rest, and with no boundary gravitons excited, are primary states.

$L_{-1}, \tilde{L}_{-1} : \iff \text{energy} - \text{raising boost}$

$L_{-n}, \tilde{L}_{-n}, n \geq 2 : \iff \text{boundary graviton creation}$

[Witten, 2007]
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When the Hilbert space completely factorizes as a product of left- and right-moving states, then it is possible to prove the following bound:

\[ h_1 \leq \frac{c}{24} + 1 \]
\[ \tilde{h}_1 \leq \frac{\tilde{c}}{24} + 1 \]

Furthermore, this is the best possible bound for holomorphically factorized CFT * (not necessarily true).

The "extremal CFT" * (may not exist)
The space of CFT in two dimensions is relatively well-understood. In certain special classes of CFT, a bound on the gap is actually known! [Höhn, Witten]

When the Hilbert space completely factorizes as a product of left- and right-moving states, then it is possible to prove the following bound:

\[ h_1 \leq \frac{c}{24} + 1 \]

\[ \tilde{h}_1 \leq \frac{\tilde{c}}{24} + 1 \]

Furthermore, this is the best possible bound for holomorphically factorized CFT * (not necessarily true).

The ”extremal CFT” * (may not exist) saturate this bound!
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The generic 2D CFT is **VERY FAR** from holomorphically factorized!

\[ Z(\tau, \bar{\tau}) \neq Z_{\text{RIGHT}}(\tau) \cdot Z_{\text{LEFT}}(\bar{\tau}) \]

in general!

We would like to extract the underlying principle and generalize the bound to the non-factorized (generic) case.
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From now on we will assume modular invariance.
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